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e Course

— UC Berkeley
http://www.cs.berkeley.edu/~russell/classes/cs29
4/f05/

— UT Austin
http://www.cs.utexas.edu/~lilyanam/TL/

e Workshop

— Inductive Transfer : 10 Years Later NIPS 2005
Workshop
http://iitrl.acadiau.ca/itws05/index.htm
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Supervised lea
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e Learn a predictor f:X->Y

e With some loss function L, the measure of a
predicator is

R(f)=ExyL(f(X),Y)
e Don’t know the distribution (x,y)

— empirical risk : use the sum of loss on training set
{(X;,Y;)} generated independently instead of
the expectation.
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e Learning: empirical risk minimization(ERM) in
some hypothesis space H.

= L(f(X;),Y:).
= arg ?y?]g Z i)

 Hypothesis space is essentlal to the learning
 For multiple problems on the same the

domain

— Share information (parameter 6) among their
hypothesis spaces.



Hypothesis spaces sharing

e For m learning problems indexed by ¢<{1,...,
the ERM is performed on each hypothesis
Space H;yg

6 = arg min{r(9)+zmlo,(x',Y',<9)}

0,(X.Y.60) = min(> L(F (X,).Y)

f€H|19 |:1
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e Linear predictor with known feature map @

f(x) = w'®(x)
* Introduce information shared by another
feature mapping:

f(x)=w ®(x)+ v Ty(x)
* Asimple linear form of ¥,(x) = 6¥(x) ,where ¥
is known

fo(w,v;x) =w &(x)+ v O¥(x)



linAaar nradi~r+-Arv
1 iccal |J| CUILULUI
 Hypothesis space
Ho = {WT‘I’(K) + v O¥(x) : [[w|l; < 2 vl e
~ sup, [[®(x)[|2’ ~ sup, || (x)]2

I'={0 € R"7:00" = I},

e Estimation

— g(w,v) is some regularization condition of w,v.

{wyg, ve},0 =1

g
[{ Wy, Ve }, ()} = arg min !r (©) + Z ( (W, vg) + — ZL(ifﬁ(Whvﬁ;Xf): Vi
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Opt

e Objective function:

T

. 1
[{wy, V¢ }, ©] = argmin Z (; Z L((wg + (“)TVE)TXE: Yf) -+ )‘.gHWfH%)
o1

{WE,Vf},EF =1

S.1. ("')(")T = Ihxh ,
Introduce u, = w, + 07v,

{4y, v}, O] = arg min Z (n ZL (0l X5 Y5 + Ng|lug — (—)TWE)
¢

{ug,ve}0© 5
S.t. ("')(")T = Ihxh .
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e 1.Fix O and v, optimize with respect to u

— A convex optimization problem with a convex
choice of L

e 2.Fix u, optimize with respect to v and 6,

{+v,},0] = arg min Z)’\g”ﬁf — '3, st. 00T = I

{ve},0©

 With some algebra, we know:

min || — O w3 = [tz — [|O1]f3.
¢
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e Respectto 6

o= arg rrl('%l}{Z)lfH(—)ﬁf”%, s.t. OO0 = I

L"E't- U = [1,.-" )klfll:. IRy ?nuﬂa] bE an p X 1m r]'lr:ltT']K we hd‘vﬁ‘

© = argmax tr(OUUTO"), s.t. 06T = I,

e The solution is
— SVD decomposition of U U = VDV,
— (:) is the first h rows of VlT
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e Some dimensions of X are more related to
each other
— Group dimensions
— Perform SVD locally on each group

e With feature [ijt]t_l,...,(}‘

m [

iy o
. 3 : 1 T AT » .
{Wes, Veg}, {©:}] = argmin Z (Eﬁ Z L[Z{Wﬁt + 0] ve) XL, Y + Z /"hf!,g”Wfd_i“j) ,
b=l

{weesve e {098}, t=1 t=1

st. VEe{l,...,G}: ©,0; = I, (10)



Semi-supervised Learning
e Systematically create multiple prediction

problems(auxiliary problem) from unlabeled
data

e Learn a good structural parameter 0 by ERM
on auxiliary problems

e Learn a predicator by ERM using 0 on the
original problem
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 With the characteristic:
— Automatic labeling
— Relevancy

 Ex: Word tagging task
* Predict the word strings

e Ex: Text Classification

e Predict frequent words: divide the word in a document
into two groups, predict the most frequent words in one
group based on the other group
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Predict the behavior of the target classifier

Train a classifier T} with labeled data Z for the target task, using feature map ®,.

Generate labeled data for auxiliary problems by applying 7} to unlabeled data.

Learn structural parameter ¢ by performing joint ERM on the auxiliary problems,
using only the feature map ®.

Train a final classifier with labeled data Z, using # computed above and some appro-
priate feature map W.

Behavior:
— Predict the prediction of classifier T
— Predict the top-k choices of classifier T



Text Classification Experiment
 Corpus:
— 20-newsgroup
* Feature:

— Normalized word frequency vector

e Auxiliary problem:

— Predicate the most frequent word based on one
half of the words

— Predicate top-K answers of the supervised
classifier
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e Significant improvements (22%) over the
supervise



