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Overview

SVD in Latent Semantic Indexing
Non-negative Matrix Factorization
Probabilistic Latent Semantic Indexing



Vector Space Model

A document: a vector in term space
Vector computation: TF / TFIDF
Similarity measure: angular cosine between 
query and documents.

Document vectors make up a term-document 
matrix.
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Example
9 documents
Terms in bold are in the dictionary.



Term-Document Matrix (TF)



Weakness of VSM 

Noise in term-document matrix
Synonyms

E.g. “car” & “automobile”.
Decrease recall

Polysems
E.g. “saturn”.
Decrease precision



Latent Semantic Indexing (LSI)

Am*n: term-document matrix
Singular Value Decomposition (SVD)

Latent Semantic Indexing (LSI)
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What’s really happening?

Transformation of space
Original: Term space

Basis B1 = {e1, e2, …, em}, m is the term number in dictionary.

New: Latent semantic space
Basis B2 = {u1, u2, …, uk}, k is the truncated dimension of 
document vector.



Thinking with LSI
LSI aims to find

Meaning behind words
Topics in documents

Difference between topics and words
Words – observable
Topics – latent

Topic space
Latent semantic space
Each basis vector ui represents a topic



Evaluation of LSI

Strength
Filter out noise(synonyms, polysems): dimension 
reduction considers only essential components of 
term-document matrix.
Reduces storage

Weakness
Interpretation impossible: mixed signs
Orthogonal restriction on basis vector
Good truncation point k is hard to determine.



Non-negative Matrix 
Factorization

Unlike SVD, we do matrix factorization as

Topic space
Dimension: k
Basis b3 = {w1, w2, …, wk}
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Properties of NMF

No orthogonal restriction on basis vector
Easy interpretation

Elements of W and H are all non-negative.
Wij reflects how much basis vector wj is 
related to term ti
Hij reflects how much document dj points to 
the direction of basis vector wi.





Computation of NMF
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Algorithms
Lee and Seung 2000
Berry etc. 2004



Evaluation of NMF

Strength
Great interpretability
Improved Performance for document clustering 
comparing to LSI.

Weakness
Factorization is not unique
Local minimum problem



pLSI: a probabilistic view of LSI

Concept expression 
probabilities are estimated 
based on all documents that 
are dealing with a concept

Sparseness problem: terms not 
occurring in a document get zero 
probability

No prior knowledge about 
concepts required

Dimension reduction

Why Latent Concepts?



PLSA: Graphical model representation

(a)

(b)

Asymmetric decomposition Symmetric decomposition



Log-Likelihood

Goal : maximize the log-likelihood with the 
constraints

pLSA via Likelihood Maximization
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KL  Projection

KL divergence is a measure of difference 
between the empirical data distribution and 
the model
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PLSA via EM



examples

Model based on : 1568 documents on Clustering, Z=128



Performance comparison of a retrieval system: 
Three models, four document collection.



PLSA Mixture Decomposition vs. 
LSA/SVD



PLSA vs. LSA
Objective function:  Frobenius norm vs. likelihood
Non-negative 
Normalized
There is no obvious interpretation of the 
directions in the LSA latent space; Multinomial 
word distribution in PLSA
PLSA utilized statistical theory to determine the 
number of latent space dimension. LSA based 
on ad hoc heuristics



Relation between PLSA and NMP

Any (local) maximum likelihood solution of PLSA 
is a solution of NMF with KL divergence
KL divergence is a measure of the difference 
between the empirical distribution and the model
Implications

Any problem which can be formulated with 
NMF, may be efficiently solved by PLSA



Filling in missing values
Filling matrix using average value
EM algorithms
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SVD in Collaborative Filtering



Weighted -SVD

R

R



Objective:

Only deal with known values in R

Can deal with large dataset

NMF in Collaborative Filtering
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